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ABSTRACT

The Advanced Spaceborne Thermal Finisston and Reflection Radiometer (A STIER) is designed to provide
a high-resolution map o thie Barth in both visible, near-infrared, and thermal spectral regions of the clectro-
magnelic spectrum. The ASTER Science Team has developed standard data product algoritlnns 1,() permit the
cstimat ion of surfa ce radian ces and reflec tance valu es, to caleulate sill'fiC.C tanperatires bhoth over w ater and
land, to provide a color ¢ n ha nced product with a high degree o f surface discriminability . in addition to other
fuuctions. The ASTER Product Generation Systenm (1'G 8) Tean is implementing these requirements within the
constraints of the OSDIS system, using a rapid development methodology that einphasizes opren lines of com-
munication ina i cam approach using concurrent engineering, technigues. The PGS Development. environment.
was structured both to conform to the changing needs of the 110 S1)I, S system and Lo incorporate experitnen-
tation with and modificati on of the science algorithms as the software was being developed and Lested. T1his
challenging environment required a focus 011 novelmethods (110 requivenents tracking, software hiterface unifor-
mity, Toolkil transparency, and platform independence. This approach required a high degree of interoperability
of the software developinent enwvironent, as well as a flexible and highly integ rated configurat ion management.
and test ing approach. In addition in order to validate t he 1 °GS software in the operational environmment. of the
15 OSDIS, arcmote integration Lesting approach was adopted to providea rapid convergence of the final integrated
systen T'his PADEr describes the eritical elementsinthe developiment andintegration of the ASTIHR 1 °GS systen.
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1 INTRODUCTION

The Advanced Spaceborne Thermal Emission and Reflection Radiometer (A STER) is a multispectralimaging,
mstrument. scheduled to fly on the Barth Observing System (10S) AM-1 Platform. The ASTER instriment
includes three telescopes, one for Thermal-Infrared (T1R ) wavelengths, one for Short- Wave Infrared (SWIR ) and
onc which ¢ overs waveleng ths from Visible through Near Infrared (VNIR). Figure Ishows some of theinstrumment’s
technical specifications.

A variety of data products will he produced from ASTER data. This paper will focus on design and method-
ology issucs relating to the higher level Standard Data Products, which are: Surface Radiance (TR, SWIR and
VNIR), Surface Reflectance (VNIR and SWIR), Brightness Temperature at Sensor, Surface Kinetic Temperature,
Surface missivity and a color-ecnhanced Decorrelation Streteh product. A high resolution Digital Flevation Model
(DEM) product will also he produced from a subsct of the acquired ASTER data, using both the nadir-looking
and backward-looking VNIR images. The DEM will be produced using, a commercial software package and will
not be discussed further in this paper.

The ASTER Product Generation Systein (APGS) is the collective name for the software which will he used to
produce all the ASTER higherlevel data p roducts at a 1)istributed Active Archive Center (1)AAC). The APGS
deserib ed here uses 1 evel-Tdata (radiometrically and geometrically calibrated radiance at the sensor) as its
lowest level input. 1 ,evel-1processing will he performed inJapan using Japanese software. This paper describes
the architecture and implementation of the APGS and presents some of the techniques which are being used
to maintain a rapid development cycle while acconm nodatinig changes Lo requirements, algorithis, and software
tools, We will also deseribe our approach 4o the intepration and test P rocess. A seclion IS gevoted bo deseribing
our experiences during remote integration of the Beta version of the ASTER PGS.

Characteristic VNIR SWIR TIR

Band 1:0.52-0.60 pm Band 4:1.600- Band 10.8.125-

Spectral Range Nadir L ooking 1.700 pm 8.475 pm
Band 2:0,63-0.69 pm Band 5:2.145- Band 11:8.475-

Nadir L ooking 2.185 um 8.825 pm
Band 3: 0.76 -0.86 um Band 6:2.185- Band 1?: 8.925-

Nadir L ooking 2.225 pm 9.275 pm
Band 3B: 0.76-0.86 pm | Band7:2.235- Band 13:10.25 -

Backward | ooking ? 285 pum 10.95 ym
RBand 8:2 295 - Band 14: 10. W-

2.365 pm 11.65 pm

Band 9:2.360-
2.430 ym

Ground Resolution 15m 30m 90 m
Data Rate (Mbits/s) 62 ?3 4.2
Cross-1 rack Pointing
(deg.) 124 1 8.55 1 8.55
Cross-T rack Pointing
(kn1) 1 318 1 116 4 116
Swath Width (krn) 60 60 60
Doteclor Type Si PtSi-Si HgCdle
Quantization (bits) 8 8 12

Figure 1: ASTER Instrument Characteristics




2 ENVIRONMENT

2.1 A STER 1 ’roject

The ASTER project consists of the ASTER Science Team, which is responsible for science algorithin spec-
ification and development and t1ie 1 °GS development {ean, which is responsible for creating robust production
implemernttations of those algorithins, The ASTER project is an international collaboration. The instrument is
being built in Japan, under the auspices of the Ministry of International Trade and Industry (M1T1), and will
fly on o US satellite. ASTER data will be processed in botl Japan and the United States.  The Science Teain
is made up of memibers from both countries as well, with algorithm development input coming from scientists in
Japanand diverse locat jons inthe U.S. The Al *GSTeamr’smaininteraction with Japancese developers haws b een
with regard to the 1 wevel- 1 data product formalt, which has not yet heen finaliz ed.

2.2 KOS Environment

A s parl of the KOS Systam, the ASTER PGS is required { o comply with BOS software stanidards. m aneffort
to avoid compatibility problems and excessive use of resources, the FOS environment ituposes a host of vestiictions
on production software, The restrictions include the choice of programming language, the impletnentation of user
supphied parainet ers and the form at of archived dat a files. Al QS production software must use a set. o f
software libraries and utilities known as the Science Data Processing (SD1”) Toolkit. System services, production
scheduling, and file access mechanisis are provided and regulated by t he Toolkit. Some of the choices made while
implementing the ASTER PG S design are due to the fact th at the SDP Toolkit. is heing developed concurrently
with production software for the carly 1Y0S platforms,

ASTER s uniqueamong the AM-1 instruments with regards to data processing, flow. Fivst, Level- 1 processing,
(i.e. generating geometrically and radiometrically calibratedradianceal s 11s01” from raw satellite data) will
take Place in Japan.2Level-1data will he “shipped” tothe J.and 1 rocesses Distributed Active Archive Center
(LI’ DAAC) in South Dakota. ASTER higher-level data p roducts, including, all of the Standard ] Jata products
discussed in this paper, will be produced on-demand at the DAAC. On-demand production adds complexity to
the scheduling, process, due to dependencies between the ASTER products. Figure 2 shows the inter-product
dependencies. The arrows hetween b oxes indicate inter-dependencies involving the use of data, motadata, o1~
Quadity Assurance (QA) inforimation from other products. A1 G S software is required to he capable of producing,
(ii.tit producls, with suitible notification in the met adata, evenin the absence of some input d: da set s. Inmany
(Ui ses,a “missing aprow” (Wit respect to Figure 2) would simply be noted in mctadata or QA data.

2.3 External Data Sets

APGS processing uses dala from external (non -A STER ) sources, primarily in the atmospherie correction
algorithms. Digital Flevation Model (1 )1M) data is supplied via specialized Toolkit routines. National Cenlers
for Fnvironmental Predi ction (NCEP) and Data Asshimilation Ollice (DAQ) atmospheric data sets deseribing
temperature, pressure, humidity et ¢, will be available via the Toolkit as HDE files. Data from other FEOS
Instraments, mainly MISR and MODIS, will alsobeused when they are available.  The formats and precise
contenls of most of the external data sets have yet Lo be finalized.




2.4

Science Algorithim Environment

Another key factor that influences the design and implententation of ASTER software is that the some of the
science algorithnms are st Il heing optimized. Flexibility Lo adjust for algorithm changes and accormmo date various

forms of test data is thercfore extremely important.
developersandthie scientists, much of which is via clectronic mail.
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There is agreat deal of communication hetween the PGS




3 METHODOLOGY

This section discusses the methiodology that was adopoted for the APGS including the developimental model,
the configuration manageinent approach, and thetest ing approach.

Thie ASTER methodological approach developed out of concerns relating to the A STER, FOS, and Science
Algorithm enviromnental issues that have heen discussed previously. The APG S developrneut schedule reguired
that the production software should be designed and developed concurrently with the development of the Science
Algorithms themselves as well as the supporting 1508 Toolkit  envivonmment, Multiple developers were to work
on interlocking and interacting low level nod ules that would be expected to change as new 108 and Science
Algorithm requirements and prototypes were received. Many critical system elanants were subject to modification
during, design andimplementation, both high level algorithinic clement s as well as low level eleiment s such as the
structure and form at of dat a scts andictadata. Jn addition hoth the format andcontent of anumber of e xternal
interfaces were unavailable during thie 1 °GS design process. A large, dispersed science and engincering, comnmunity
was interestedand involved inthe development and review of the Science algorithins and the 1 °GS requiremnents
in general. Finally, the APGS was required to be platforin and systan independent and the installation and
acceptance testing: of the operational system were planmedto be carrie d out remotel y.

The Al °G Sdesign teamadopteda Rapid Development Methodology ® that would provide the flexibility to
meel these demands, The system life cycle utilized a modified spiral de velopment model rather than the classic
wal erfall. Mulliple deli veries were scheduled with the most stable elements to be iinplerment edfirst. a fundamant al
principle of the design was to plan for change and redesign. Incomplete, unstable, or nnknown requirements
at it er faces were identified and were isolated or encapsulat ed wherever possible. it order to obtain rapid
consensus of requirements and designissues an ()1) ¢y dialogne or perpetual town hall system was introduced
that conmected most of the ASTER Project via e-mail. Requirements presented in draft form over the Internet
Allowed carly clavification and ex tended dialoguneas Lo functionali ty, perforinance andimpl anentation issues.
The use of this open dialogue was a critical clement in the success of the concurrent engineering requircimaents
of the Project; a frequent dialogue onrequirements and design issues was conducted with the entire history of
cachinteraclion recorded andinstantancously available. During these discussions the Algorithim Developers, the
science community, and designers and develop ers we re involved and as a result of the rapid fee dback the desig ns
andimpl ementat ions were highly consistent. with the final intent, of the requirements. An example of an actual
c-mail exchange regarding a fealure of the Fmissivity algorithim is ghowy in IMigure 3.
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Figure 3: ixcerpt from design-hy-cmail interaction

I addition the APGS designors were able to suggest changes and enhancements to the KOS system developers
that proved to be of henefit not only to the ASTER project butl to other instrument teams that were earlier in
the development cycle.




The configuration management. model required platform independence as well ag multiple independent. de-
veloper activity without risk of data aging for the chosen CM approach. The APGS team chose Lhe frecware
shapceTools that provided dependency (“make”) specification with sharing, of ohject files in independent, dircetory
trees as well as positive version and Build configuration control.

The Rapid Development Model establishes a cycle of testing that hecomes inercasingly formalized as deliveric
progress. The APGS testing approach follows this general model, with testing of the initial (Beta) delivery being
inforinal (as relates to requirements) and succceding, deliveries scheduled for increasingly formal reguirement
testing. The Beta delivery testing also focnsed on evaluating platforin independence (Sun SPARC station vs.
SGI Power Challenger), and e tablishing a remote testing protocol that could he used for future deliveries, These
issucs are discussed later in more detail,

4 ARCHITECTURE

There are a few distinctive feature

in the ASTER PGS design which we feel have greatly contributed to
the success of the development, effort, to date: Careful design of the overall architecture and repository direclory
stracturce up-front, strict usage of modular design and information layering, designing for platform independence,
and designing for functional flexibility to cope with algorithin and tool change

The design process hegan with cach scientist responsiblefor an ASTER data product s upplying the PGS Team
with cither prototype code or an algoritlnn specification. An fmportant design step was to look for functionality
conmon to two or more prograins and relegate those functions to libraries. This minimized code duplication
and made the most eflicient. use of a small developiment tean. Figure 4 shows the APGS hicrarchy of Product,
Generation Executables (PGIS) and librarics. The five large boxes on the top row are the PGEs. The PGl
Iabeled Atmospheric Correction VNIR/SWIR produces surface reflectance as well as surface radiance, and the
Faissivity /Temperature Separation PGIS produces both Surface Fanissivity and Surface Kinetic Temperature
data products. Boxes in the lower tiers represent libravies called by the PGis,

One extremely significant. design decision was made for the VNIR/SWIR swrface radiance and reflectance
algorithm. This algorithnr uses a Radiative Transfer Code (RTC) to model the effects of acrosol and moleenlar
scaliering in the atinosphiere. It was determined that the processing requirements for running the R1'C a large
number of times per data product were prohibitive. A lookup table (1LUT) approach, using, pre-calculated RT'C
values, was chosen, However, in order to achieve suflicient. accuracy, mulli-Gigahyte tables are required, Sybase,
a commercial relational database management, system (RDBMS) was incorporated into the APGS design to
manage the tables cofliciently. In addition to simplifying LU'T access by the APGS software, Sybase provides a
reliable client-server architecture which can be used when populating the database, This gives us the capability
to populate the LUT using many computers in parallel, with cach inachine interacting with the database via the
Internet. The Sybase server keeps track of which runs have heen completed and provides new input. parameters

to the RTC iachines as those machines becomne available, Tu actual production, the LUT is not. expected to

require frequent updates. However, if therei

an update may be required. If the update is urgent, the process can be accelerated by simply running, the RTC

on more client machines. The LUT itsclf, and the benefits of using an RDBMS for LUT iniplementation, are
4

described by Murray, Ing and Thone.

s alarge volcanic eruption or other drastic change to the atinosphoere,

The SDP Toolkit interface, with its somewhat complicated mechanisins for accessing Run Time Inputs (RT1s),
niessages, and files, conld ecasily have led to code which was diflicult. to maintain. We were able to avoid these
problems by carcfully customizing owr configuration management. (CM) system to adapt to the Toolkit methods.
We also tried to insulate ourselves from Toolkit changes by moving, Toolkit calls to as low a level as possible in
the design. 11 Toolkit functionality or interfaces change, we only need to change low level library routines, not
the whole design. -
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Figure 41 A1’G S Library Modules

When a designer needed a functional mo dule that was not. defined due to incomplete specifications or not
s oy H 3 13 ook . : s
yel imple nented 1 oolkit Tunctionality, a “dummy” youtine was created. Bach of these S() called “stubs” wer ¢
given input and output parametershasced on the best avail able information. The t endency was towards sitnple,
straightforward interfaces, in the hope that the actuial interface would be very similar and require minimal code
changes to higher level routines. This approach has worked well, resulling in very little code being thrown away.
Theindividual PGEs and libraries were designed using, struclured analysis and design methods® and Computer
. 3 Al . . N ) AN . N
Aided Software Engincering (CASE) o a1s. Data flow diagrams and structure oharts were generated for cach

program and reviewed internally.,

5 IMPLEMENTATION

Ixperience gained from other collaborative software efforts has shown us the importance of working in an

integrated structure from the very beginning. By taking the time to define a directory hicrarchy suitable for
automat edbuilds Of the entire syst e, we avoidedfrustrating periods of local integration. poael developer worked

) &

on his modules in place, using «viemin file system” features ot the configuration managemient systemn, Having,
consistent, directory structure used by all PGEs allowed complex build procedures to be shared and maintained

i a single place inthe hicrarchy. Every e flort was made 1, () avoid diflicul l-to-maintain code cloning,




The CASE tools provide a capabili ty to generate p rogram skeletons based on struclture charts created during,
the detailed design phase. The code generation tools are customizable s that the resulting code can be created
in the proper directories from the very heginning.  Another valuable tool provided by the C ASE systorn was a
reverse- eng incering, tool, which produces structure charts from C code. We usced the reverse engincering, tool
extensively during code and designiterations.

All compiled APGS software is codedin ANSI Cwith one exception. M()] YT'R AN is a very large Fortran
program (over 15,000 lines) which is used by the atmospheric corvection algorithims. Waivers wereoblah 1(°a
from FOS touse MOD'TRAN as-is with only minor modifications made to accommodate S1)1° Toolkit file 1/().
Keeping M ()] YTRAN asintactas possible mninimizes the eflort requiredtoincorporateupdated M ()] YTRAN
versions during the life of the project. All other code complics with 1908 coding, stanidards co mpletely.

Run Time Inputs (1{'3’1s) arc the mechanism by which processing optionsand (iat,:1-set, sclections are imple-
mented in the APGS. RTls provide the flexibility required for scientific experimentation and validation, as well
as the only e s by which data requesters can specify non- st andard processing options. Iiach ’GH has a sel o f
oplions which canbe sel at runtime via assignment statements inthe 1 °rocess Control Iile (1 °CF). These options
canhebased 011 policy set by the Stence Team (such as the MODTRAN version to he usecl), or in sO111(, cascs,
user preferences. These preferences will be propagated from the user’s data processing request (DPR). The use of
RTIs in APGS codealso allows sciencealgorithmdevelopersto experiment wit It the actual production sofl, ware,
withouthaving torebuilditina “debug ]110(1(,"", which may hehave differently than production code.

PG Ssoftware is required to be able to run on an assortinent of Unix-hased computers. The APG S Teany has
addressed this requiremnent by developing, ill] software to ran on at least two diflerent ))1:1tfol’ills (Sun/Solaris and
Silicon Graphics/1rix).

5.1  Configuration Management

T'his subsection gives a description of themain features of our Confignration Manageinent (CM ) system, and
delves into some det ailabo ul some of the unusual features of the syst e, The CM system provides ¢ flicient
version control for collections of files making up higher-level entities. 1t also provides unusual features which
facilitate productivily in a very heterogenicous developiment envirommnent.,

5.1.1 Version Cent.ro]

W C are using a free software system called shiapcTools for configuration managenient (C M). 1.ike RCS and
other common Unix CM tools, shapeTools provides file-level revision control, histories, logein g, locking, and
retrieval based on version. These capabilities by themselves (1o not sullice in establishing a concepl of a ‘version’
for a component or system consisting of morethanone file. The shapeTools package provides aliasing and user-
defined attribute capabilitics which provide a basis for defining and controlling a nlt i-file entity. Also part. of
the package is the program shape itsclf, which performs essentially the same functions as the program make, but
with knowledge of the files configured under the shapelools system. 0111" CMsysternconsists of asetof S11( 11
seripts and makefiles as weir as the shapeTools programs.

The APG S soft ware architecture consists of Product Generation Excceutables (I° G1Hs), exceutable programs,
andcomion software ibraries. In addition to thesoftware it self, therc arve severat types of seripts anddata files
wlhiich are anccessary part. of any delivery. A 1 *GEmay consist of more than one exccutable program, bundled
together in execution by a shell seript. 111 order to define a *version’ of a PGE, we have to be able to associate
aversion of every file that is requived to huild the PGE - including sonvee files that make up comi non software
libraries, In addition, a version of a 1 Gl must include seripts anddata files which the PGE requires to oper ate,




as well as test seripts and data. This association is accomplished using an alias, and assigning that alias to the
appropriate version of every file that is part of, or required by, the PGE. Once a version of a PGE is so defined,
that version may be retrieved at any time from the repository using a single command. Note that in this schene

a single version of a file may helong to more than one version of a PGI%; this is frequently the case with files
belonging to conmnon software . The shapeTools system allows a single version of a file to have several

aliases. In addition to defining versions of PGEs, we define builds of the whole system using the same technmique,

Normally deliveries of APGS are made as an entire build, hut we do deliver patehes to the system as necded.
Yalchies are controlled in the systent using a similar aliasing schene to that used for PGEs and huilds.

5.1.2 Productivity Tool

Our CM system was built with productivity in mind. It includes a script. which allows a user to have an
arbitrary shapeTools program exccuted thronghout the entire repository tree. It includes make targets which
allow developers to casily assign aliases to all files required to build a PGE, or to generate source code counts,
calling-trees or ANSI-C prototypes.

Our CM system also includes a system of makefiles which include logic to do auy of the various types of
installations or builds needed in the system. This allows a developer to create a new makefile in mindes by
simply modifying a template makefile which includes the system makefiles.

5.1.3 Integration Capabilities

Al

The APGS consists of many disparate clements: C and Fortran source files, shell scripts, perl seripts, SQI,
scripls, parameter files, and data files. There are picces of information which are shared among, many of these
types of objects, and this cau have an impact on system maintainability.  For example, in the environtent
established by the SDP Toolkit, a PGY can refer to a file only by logical file number. At execution time, the
Toolkit. uses a mapping hetween logical file numbers and physical file names 1o resolve references the software
makes to logical files. The mapping is contained in a paramcter file called a Process Control File (PCE). There

may be many PCI files for a PGY, cach mapping a given logical nunber to a physical file. 11 for some reason the
logical nuinber has to be changed in the software, the many PCI® files have to be edited in order to update the
logical mmmber. We have solved this problem by processing PCEFs and scripts of all types with the C Preprocessor.

Al

This allows us to reference C named constants in PCEFs, shell seripts, SQL seripts, perl scripls, or 1D, seripts.

I a logical file number changes, it is changed in one place - a C header file. Then a remake of all of the scripls
and data files causes the change to be distributed wherever it needs to be. This processing, i implemented using
make and the system makefiles.

A side effect of this technique has been to allow the use of structured, modular and information laycring
teclmiques in the development. of complex shell seripts and SQ seripts. Shell ‘subroutines’ are stored in C hieader
files as C macros, and then used repeatedly in other seript files. This has greatly aided the maintainability of our
system installation script, discussed below, which uses many shell functions, and many constants from C header

files throughout the system. We also have a shell test seript template, implemented as a C macro, which allows
developers to implement, sophisticated test seripts very quickly by defining shell functions and then including the

template.

Using the C preprocessor on SQL seripts has greatly reduced the development time and enhanced the main-
tainability of the project SQI code. There are many instances where pieces of information are shared between
SQIL code and C code, the meaning of a status ficld in a database table, for example. Again, modularily of coding
is greatly facilitated by defining often-used chunks of SQI code as a C macro and then including, the header file




containing the definition in varions SQI. seripts. Iy a t ypical example, the confignred version of the SQ1, program
which parforms a database query is 250 lines of SQI, codeand comnents. The total munber of lines of code and

commients in all header files includedinthe SQL script is 953, The ac tual SQIL seript generated by running the

Cpre-processorontheconfigured version containg 1989 lines of code and comments. If code generation rates
hased on line count. are reliable productivity indicators, the pre PYOCESsor technique yiclds a produclivity inercase
inexcess of 1 00% in this casc.

6 INTIEG RATION AND TEST

6.1 Installation Support

Inorderto facilitate the installation process, we developed a seript which p erformsall of the work of installation
of the A1PGS. If all of the necessary support software is installed 011 thesystem, the APGS (not including the
Sybase database) can be installed with a single command. The installation seript first determines which type of
machine and operating system it is running under, and sets a variety of comnpiler and linker flags based o011 that
determination. Theseflags are allstoredinenvironment. viiivjiinics. Jthenlooks forsupport software: ANSI C and
Fortran cot npilers, GN U make, and libraries. Aft er configuring the necessary enviromment variables, the install
program runs make fromthe top of the directory siructure. This builds the entire system. We have installed the
system suceess Mully 011 Sun workstations, SGl machines running IR X6.x,andona 1D 15C Alphia. It is interesting,
to note that, while our makefiles work under both the Sun and GNU versions of the make program, they (lo not
work under the SG1 or DIC Alplaa versions of wake. Fortunately GN U make runs on all of the platforms. We
have therefore included GNU make aspart of our delivery package.

G.2 Test A utomation

Fach of our PGEs has a suite of tests meant Lo demonstrate basic functionality.  Thesnite of tests is run
whenever an installation is mad e, and during developn ient. for regression testing, purposes. Since they are run
many times, we decided to take the time to automate testi ng. Foreach of the PGEs, we have a shell s ript
which allows a user to run the entire suite of tests or rar asel ccted subset o tests, and runthe tests normally o1
undera viivicty of debugging conditions. The test seripts are sclf-docunienting; they can be made to only print
information about cach test but not actually runit. - this provides a sort of simple “oil-1ill(> test PlJan™ capability.
The test seripts also perform an automated comparison of owtputs to expected results files. Formany ¢ ases the
entire data product files are simply compared Li for bit. In other cases, the test seripts cotnpare onty the header
information in the files, and then generate 111 seripts which cor 1PaYe the hodies of the data product files with
those of the expected results files. This fealure provides a way to quickly find ont if the suile of testsran as
expected,inaway thal is not graphics-intensive and SO is amenableto the remote testing environment. The test,
seripts are all based on a set. of header files containing shell program functions and connnands, parameterized
with C pre-proce ssor macros. To generate the test seript fora particular PGE, the developer st generate the
bodies of two shell functions for cach test: one function which documents the test by printing, the objectives and
expectations of the test to the screen, and thie other function which performs any needed post-test processing,
such as comparing ontput files with expectedresulis files, generating 11 )1, sceripts, or printing exc erp ts from the
logfiles. Having defined these functions, the developer includes a hcader file containing the template for the test
script, and the Cpir-e-processor does the rest.



6.3 AI’GS Becta Integration and Test

I"'he first major delivery of the entire suite of ATG S software was made inFebruary and March of 1996 A s
mentionedearlier, ASTER data will be processed at the L1 DAAC at BROS 1 )ata Center (1D C)in South Dakota.
1EDC is fill’ from Pasadena, California where t he software IS being developed. In order to Saw  time and ta avel
e xperises, our goal was to complet ¢ the Beta Integration and Test entively via remote access,

A great deal of preparation is necessary for asuccessfuliemoteintegration. We hegan by establishing a good
working, relationship with the key People at B1C and Hughes (the Toolkit and 1 )A AC-hardware contractor).
They helped us get a thoroughunderstanding 0f  thetarget hardware and wepe responsible for setting up the
necessary user accounts as well asinstalling, supnors, software.

] 3cfore delivering to 191))C we made sinmlated deliveries Lo Lest accounts o011 our machines at JI°T.. Mz wny
potentialproblemswere fixed ill, this“local delivery” stagc. We were able to build and runimost. 0f thesoft ware
o1z both SUN and SGlplatforms. ‘] ‘he only PGE we couldn’t test on a local SG Tmachine i out to be the
o11(t that caused 11s themosttrouble during theactual integration. We did not have Sybase client sofltware for our
SGI machine and could not run the VNIR/SWI R atmosplieric correction algorithm for that architecture locally.

The multi-Gigabyle LUT mentioned earlier wasthe 01 11% part of the Al °G S that wastoolarge for Internet
file transfer to bhe practical. We made a tape “snapshot”™ of the Sybase database containing the LUT, four days
before the integration was to begin, Thetape was shipped to B1C and installed by BE1C personuct using seripts
provided by the APGS Tear n.

OnFebruary29ih w(: began installing the APGS Beta software. By the end of the day . had built the entire
system at BDC using the Science Compuling, Facility (SCF) version of the S1 )1 Toolkit. During the next wo
weeks w(c ran tests and fixed bugs by uploading replacement files and rebuilding. The SCE Toolkit integration
was co 1mpleted on March 13th.

1DC and Hughes personnel contimed testing and benchmarking, the software for another montl; including
building with the Product Generation Systemn (PGS) Toolkit, a prototype of the future production Toolkit. The
process was wrapped up with a delivery-complete tele-conference between J1°1, NASA-Headquarters, EDC and

Hughes on April 12th.

7’ CONCLUSION

The ASTER PGS development team has demonstrated a suceessful beta implementation of the ASTER
st andard dat a product productionsystemusing a rapid development mmethiod ology. In this paper wi, have deseribed
the requirements environment in which the software was designed, the methodology, and key {eatures of the
architecture andimplementation. A few features worth highlighting are: the use of the C preprocessor anda CM
syst emto maint ainnon-C files (shell seripts, sol, code and static data files), andthe use of the flexible client -
scerver capabilities of a relational database to implement a highly parallel approach to populating theatmospheric
correction lookup table. We also described our Integration and Test approach using remote access via the inter net.

In sturmnary, we feel that the rapid development model was very suitable for this project. Foture software
deliveries (Versions | and 2) will require more testing, than the heta procedures described in this paper, but we
¢ xpect that the flexibility designed into the syst e will enable us to integrate future rel cases as sucessfull y as the
heta version.
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